Suppression of spurious frequencies in scattering problems by means of boundary algebraic and combined field equations
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Abstract

A numerical technique for solving scattering problems is presented. It is based on a boundary integral equation idea, so the unknowns are localized on the contour (in 2D case) or the surface (in 3D case) of the scattering object. Two major difficulties of traditional boundary integral methods (the appearance of spurious resonances and the necessity to perform numerical integration of singular functions) are overcome by studying the problem in an approximate discrete formulation from the very beginning. The space is filled by cubic blocks, and the shape of the scatterer is formed by a set of blocks removed from the space. Thus, the formulation of the problem is discrete and the continuous Green’s function is substituted by a discrete mesh Green’s function. An analogue of combined field boundary integral equation (CFIE) is developed for this formulation.

1 Introduction

Scattering of waves by obstacles is a physical phenomenon emerging in several fields such as acoustics, electromagnetics, optics, seismology or marine engineering. In many cases, when time-harmonic dependence is assumed, the problem is governed by the Helmholtz equation which has to be solved in an infinite domain $\Omega'$:

$$\begin{align}
\triangle u(x) + K^2 u(x) &= f(x) \quad \text{in } \Omega', \\
\frac{\partial u(x)}{\partial n} &= 0 \quad \text{on } \partial \Omega'.
\end{align}$$
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Here $\partial \Omega'$ is the boundary of the scatterer and $\mathcal{K}$ is the wavenumber. The sources $f(x)$ are non-zero in a finite domain in the space.

An important part of problem formulation is the radiation condition preventing waves coming from infinity. Here we prefer to formulate this condition in the form of the limiting absorption principle. Namely, in the case $\text{Im}[\mathcal{K}] > 0$ we look for the solution decaying exponentially as $|x| \to \infty$. In the case $\text{Im}[\mathcal{K}] = 0$ the solution is looked for in the sense of the limit $\text{Im}[\mathcal{K}] \to 0$.

A considerable variety of numerical techniques have been developed to model wave problems and deal with infinite domains in different physical formulations [52]. Domain discretisation techniques such as the finite element method (FEM) or finite differences (FD) require a domain truncation and some non-reflecting boundary condition to be imposed. See for example the technique of Perfectly Matching Layers (PML) [54] or the use of infinite elements [17] among others. On the contrary in the boundary integral formulations, only the boundary of the scatterer is discretised and the unknowns belong only to this boundary. In these methods, radiation condition is satisfied in a natural way.

However, boundary formulations have also some drawbacks. First of all, the related linear systems of equations depend on the frequency through the Green’s function of the problem. This implies that matrices must be calculated for each frequency (typically, engineering applications require a lot of frequencies). Formally, matrices for the Boundary Element Method (BEM) have smaller dimension than that of the FEM, but the matrices for the BEM are densely populated (as opposed to the FEM, where the matrices are sparse). This aspect can balance the cost of the solution of linear systems written for the BEM and the FEM [21].

In order to calculate the matrices for one of the BEM, singular integrals have to be precisely evaluated by means of specific numerical techniques. The degree of singularity can vary depending on several aspects such as the relative position between the source and the field points (or the element calculated) and the type of kernel functions. Some techniques have been developed in order to perform proper integrations: element subdivision, adaptive Gauss-Legendre integration, variable transforms or semi-analytical integration based on series expansions among others [39, 36, 49, 23, 19].

Boundaries with corners or angular shapes, which are frequent in engineering, can also cause problems for the BEM. Several mathematical studies [41, 35] show that the theoretical basis of the BEM can fail in the presence of irregular boundaries, since the linear systems of equations become ill-conditioned or nearly singular. From the practical point of view, some of the problems are caused by the non-unique normal derivative at the corner. A possibility to handle this duplicity of values is to double nodes in the corners [20]. Then, additional equations that avoid repeated information are obtained by using alternative collocation points. A review of other techniques or improved integral equations can be found in [42, 13, 2]. Moreover, the presence of scatterers with corners or sharp edges often lead to a solution with singularities. In these cases, standard interpolations cannot accurately reproduce the solution, numerical errors are larger than expected and convergence rates are reduced [22].

Equations corresponding to simplest BEM formulations are known to be ill-posed for the frequencies close to the eigenfrequencies of the scatterer. There exist a duality between an exterior problem and the equivalent interior problem which is responsible
of the spurious frequencies [25]. This is only a numerical or theoretical pathology with no physical correspondence. It means that in the real life or in cases where an analytical solution of the problem is available, no evidence of this phenomenon is observed. In order to overcome this difficulty several options have been proposed. On the one hand, the combined field integral equations [37, 8] (CFIE) where instead of solving the simple boundary integral equation, a combination of this equation plus some variation (e.g. normal derivative) of the original one multiplied by a complex constant is solved. The main drawback of these techniques is that hypersingular integrals (singularities of $o(1/r^2)$ type for two-dimensional or $o(1/r^3)$ type for three-dimensional problems) can appear due to the secondary derivation of the Green’s functions with respect to the surface normal. Efficient methods to compute these integrals have been proposed [14]. Improvements and modifications of the idea exist, see for example [16] where some interior points (not only nodes on the boundary) are considered. However, the boundary integrals with strong singularities remain a common aspect of all CFIE-based approaches.

The Combined Helmholtz Integral Equation Formulation (CHIEF) method [46] uses a standard boundary integral equation plus some additional equations generated by placing collocation points in the interior of the scatterer. These additional equations specify that the variable inside the scatterer must be null. These new equations are redundant for frequencies that do not coincide with the scatterer eigenfrequencies but they are necessary at the spurious resonance frequencies. The main drawback of the method is that it can fail if the interior points coincide with the nodes (zones of null value) of the scatterer eigenfunction. These nodes are not known a priori, thus the probability of failure of the method is quite heuristic. A comparison between CHIEF and CFIE methods can be found in [1], and a comparison with other techniques can be found in [4, 12].

The goal of our work is to present a numerical method that possesses the advantages of a boundary integral formulation but that avoids the difficulties caused by singular integrals. The method is also free of spurious resonance frequencies due to using a discrete version of the CFIE formulation. In fact, the main contribution of the technique is to avoid the hypersingular integrals of CFIE formulation by means of a discrete formulation of the problem that uses the corresponding discrete Green’s function. The formulation is particularised for the Helmholtz equation. An operator on a square grid is considered (e.g. based on finite differences). Thus, geometries must be approximated by the closest brick-shaped equivalent description. The method is conceived for engineering applications where it is more important to obtain a fast and correct description of the solution rather than to obtain a very precise approximation. The effort is focused here in the generalisation of the method to several operators. Two aspects must be handled: the truncation of the operator and the definition of specific discrete Green’s functions. The efficiency and robustness of the discrete CFIE formulation is studied by means of several numerical examples.

Discrete Green’s functions were also considered to study diffraction problems in exterior domains [3, 6]. This idea of first doing the discretisation and afterwards reducing the problem to the boundary has been used in order to deal with arbitrary shaped interior domains and lattices with periodic irregularities [30, 18]. The analysis is mainly focused in the study of the spectral properties of Laplace operator.
Another important method that can be used to reduce the problem to the boundary is the method of difference potentials [44, 45, 53]. It is based on a different boundary integral equation that deals with single and double layer potentials and allows for a discontinuity of the variable in the boundary of the studied domain. This approach is not prone to any adverse effects related to the resonances of the complementary domains. Moreover it is quite general to allow for several discrete versions (i.e. based on finite differences [53]). An adequate choice of the potentials makes the method more flexible in the sense that Green’s functions are not strictly required. Several descriptions of the boundary geometry can also be considered. However, they can increase the complexity of the implementation (modify the coordinate system or perform a numerical description of the boundary and normal derivatives). This method has been applied in practice to the active control of noise by acting only on the boundary of the domain [28] and also to develop high-order methods and make an accurate treatment of the problem geometry[32].

The Helmholtz equation in exterior domains has already been solved by means of algebraic equations reduced to the boundary in [51]. The main goal of this work is to show how this technique avoids the singular integrals that are often involved in the BEM.

An outline of the paper is as follows. The theoretical basis and main ideas of the method are presented in Sections 2 and 3. Section 4 deals with implementation details including the evaluation of discrete Green’s functions, the description of the scatterer and the consideration of different incident fields. Some details related to Green’s functions are repeated for convenience. Also the first part before CFIE formulation could be obtained with the procedures proposed in [30, 18]. However, the equations are detailed from the beginning for coherence with CFIE formulation exposed latter. In the numerical examples of Section 5 a very simple one-dimensional case with almost analytical formulation is studied. The properties of the technique are shown by means of two-dimensional examples. The numerical results are compared with analytical results (where available) and results obtained by means of other numerical techniques. Future development is proposed in Section 6.

2 Problem formulation

Consider a cubic (three-dimensional) or rectangular (two-dimensional) grid of the problem domain $\Omega'$. $\Omega'$ is a part of the whole two- or three-dimensional space $\Omega$. The nodes are denoted by the index $j$. We define also a mesh $\Omega''$ which is a finite truncation of $\Omega'$. As a truncation we take for clarity a large square or cube of side $2R$ with the origin of the coordinate system in the centre. We assume that the diameter of the scatterer is much smaller than $R$ and that the origin belongs to the scatterer, i.e. to $\Omega \setminus \Omega'$.

We call two nodes the neighbours if the nodes belong to the same finite element (elementary square or cube) of the full mesh $\Omega$.

Define the boundary of the scatterer $\partial \Omega'$ as the set of all neighbours of the nodes belonging to $\Omega \setminus \Omega'$ in $\Omega'$. Nodes of $\Omega' \setminus \partial \Omega'$ will be called the internal nodes of $\Omega'$. Define also the exterior boundary of $\partial \Omega''$ as the set of neighbours of $\Omega' \setminus \Omega''$. 

The definition is as follows:

\[ L' \approx L \] unbounded but truncated with boundary \( \partial \Omega' \) around the scatterer; (c) \( \Omega'' \) finite truncation of \( \Omega' \).

Define linear operators \( L, L' \) and \( L'' \) on the meshes \( \Omega, \Omega' \) and \( \Omega'' \), respectively. The definition is as follows:

\[
L[u]_j \equiv \sum_{q \in \Omega} \beta_{j,q} u_q, \quad j \in \Omega, \quad (3)
\]

\[
L'[u]_j \equiv \sum_{q \in \Omega'} \beta'_{j,q} u_q, \quad j \in \Omega', \quad (4)
\]

\[
L''[u]_j \equiv \sum_{q \in \Omega''} \beta''_{j,q} u_q, \quad j \in \Omega'', \quad (5)
\]

Matrices of the coefficients \( \beta_{j,q}, \beta'_{j,q}, \beta''_{j,q} \) have the following properties:

1. the elements \( \beta_{j,q}, \beta'_{j,q}, \beta''_{j,q} \) are equal to zero if \( q \) and \( j \) are not neighbours;

2. matrices are symmetrical, i.e.

\[
\beta_{j,q} = \beta_{q,j}, \quad \beta'_{j,q} = \beta'_{q,j}, \quad \beta''_{j,q} = \beta''_{q,j} \quad (6)
\]

for all admissible \( j \) and \( q \);

3. operator \( L' \) is a truncation of \( L \), and operator \( L'' \) is a truncation of \( L' \) in the following specific sense:

\[
\beta'_{j,q} = \beta_{j,q} \quad \text{if } j, q \in \Omega', \quad j \text{ or } q \notin \partial \Omega' \quad (7)
\]

The condition means that \( j \) or \( q \) is one of internal nodes of \( \Omega' \). Similarly,

\[
\beta''_{j,q} = \beta'_{j,q} \quad \text{if } j, q \in \Omega'', \quad j \text{ or } q \notin \partial \Omega''. \quad (8)
\]

According to the first property all sums in (3), (4), (5) are finite for each \( j \).

We assume that all operators introduced above approximate the Helmholtz equation in corresponding areas. Let \( L' \) approximate Neumann boundary conditions on

\[ \Omega \setminus \Omega'' \]

Figure 1: Domains involved in the formulation: (a) unbounded without scatterer \( \Omega \); (b) unbounded but truncated with boundary \( \partial \Omega' \) around the scatterer; (c) \( \Omega'' \) finite truncation of \( \Omega' \).
the boundary \( \partial \Omega' \). We do not specify the details of operator \( L'' \) on the boundary \( \partial \Omega'' \). The inhomogeneous equation

\[
L'[u]_j = f_j \quad \forall j \in \Omega',
\]

approximates Eq. (1) with Neumann condition on the boundary of the scatterer. When solving Eq. (9) we assume that \( \text{Im}[K] > 0 \), that the sources \( f_j \) are localized in a finite area, and we look for the solution decaying exponentially at infinity.

We assume also that matrix \( \beta \) is homogeneous with respect to translations along the coordinate lines. This property will enable us to use Fourier transform to compute Green’s function of \( L \).

Examples of operator \( L \) are provided in Section 4.1. The nodes are called edge-adjacent if they are adjacent along one of the coordinate lines, \( h \) is the size of the grid.

### 3 Discrete approximations of integral equations

Let \( G^m_j \) be the discrete Green’s function of the mesh \( \Omega \), i.e. be a solution of equation

\[
L[ G^m ]_j = \delta_{j,m}
\]

where \( \delta_{j,m} \) is the Kronecker delta (unit force is placed at node \( m \)). According to the limiting absorption principle for each complex value of \( K \) we choose the Green’s function that decays exponentially at infinity.

Consider operator \( L'' \) defined on a finite mesh. The following relation follows from (6). For any functions \( u_j \) and \( w_j \) defined on \( \Omega'' \)

\[
\sum_{j \in \Omega''} L''[u]_j w_j = \sum_{j \in \Omega''} L''[w]_j u_j.
\]

Let \( L'[u]_j \) and \( L'[w]_j \) be non-zero in a finite area of the mesh and let both function obey the radiation condition formulated above. The operator \( L'' \) differs from \( L' \) on \( \Omega'' \) only on the boundary \( \partial \Omega'' \). According to the limiting absorption principle, this difference decays exponentially as \( R \to \infty \). Thus, we can take this limit and replace \( \Omega'' \) by \( \Omega' \):

\[
\sum_{j \in \Omega'} L'[u]_j w_j = \sum_{j \in \Omega'} L'[w]_j u_j.
\]

Taking in (12) \( \Omega' \) as \( \Omega \), \( G^m_j \) as \( u_j \), and \( G^m_j \) as \( w_j \) one can prove that

\[
G^m_m = G^m_n.
\]

Restrict function \( G^m_j \) to the mesh \( \Omega' \). Formally, the restriction is a different function, but we denote it below with the same symbol \( G^m_j \). Apply operator \( L' \) to the restriction \( G^m_j \). Obviously, the Eq. (10) will not be valid for operator \( L' \), since the operators \( L' \) and \( L \) are different on \( \partial \Omega' \). Instead, for \( m \in \Omega' \), define the values \( b^m_j \) by the following relation:

\[
L'[G^m]_j = \delta_{j,m} + b^m_j
\]
these values play the role of boundary residue of operator $L'$. The values $b^m_j$ are not equal to 0 only if $j \in \partial \Omega'$.

Taking $w_j = G^m_j$ in Eq. (12) derive the following "boundary-difference representation" for the field:

$$u_m = \sum_{j \in \Omega'} (f_j G^m_j - u_j b^m_j) = \sum_{j \in \Omega'} f_j G^m_j - \sum_{j \in \partial \Omega'} u_j b^m_j \quad \forall m \in \Omega'$$  \hspace{1cm} (15)

We are particularly interested in the case $m \in \partial \Omega'$ because then a kind of "boundary integral equation" (BIE) is obtained. The values of $u_j$, $j \in \partial \Omega'$ are the unknowns of this system.

Eq. (15) plays the role of boundary integral equation in direct Kirchhoff formulation. Theoretically it can be used to find the boundary values of $u$, but in practice it is prone to spurious resonances. Our next step is to correct (15) by adding some other equation. Ideologically this step mimics the CFIE approach to boundary integral equations.

Apply operator $L'$ to both sides of (15) and take into account that $f_m = L'[u_m]$:  

$$f_m = \sum_{j,n \in \Omega'} f_j G^m_j \beta'_{m,n} - \sum_{j \in \partial \Omega'} u_j \sum_{n \in \Omega'} b^n_j \beta'_{m,n}$$  \hspace{1cm} (16)

This equation is valid for any $m \in \Omega'$, but we will be interested only in the case $m \in \partial \Omega'$. According to the general scheme of CFIE method (see [8]), make a linear combination of (15) and (16).

$$u_m + \nu f_m = \sum_{j,n \in \Omega'} f_j (\delta_{m,n} + \nu \beta'_{m,n}) G^m_j - \sum_{j \in \partial \Omega'} u_j \sum_{n \in \Omega'} (\delta_{m,n} + \nu \beta'_{m,n}) b^n_j.$$  \hspace{1cm} (17)

$\nu$ is the combination parameter that must be complex. Taken for $m \in \partial \Omega'$, (17) is a linear system for finding the boundary values of $u_m$. Note that although summation over $n$ in the second term is formally held over the whole mesh $\Omega'$, in practice it is held over the finite set of neighbours of $\partial \Omega'$.

Eq. (17) corresponds to the radiation problem (9). Usually, a diffraction problem should be solved, i.e. the incident field $u^\text{in}$ is given, such that it obeys equation $L[u^\text{in}]_j = 0$ on $\Omega$. It is necessary to find the scattered field $u_j$ such that the total field $u^\text{tot} = u^\text{in} + u$ obeys the homogeneous equation $L'[u^\text{tot}]_j = 0$ everywhere on $\Omega'$. In this case we can again use equation (17) taking  

$$f_j = -L'[u^\text{in}] = -\sum_{q \in \Omega'} \beta'_{j,q} u^\text{in}_q.$$  \hspace{1cm} (18)

Note that (18) cannot be substituted directly into (17) since generally $u^\text{in}$ does not obey the radiation condition (i.e. it is not exponentially decaying for $\text{Im}[K] > 0$) and thus it cannot be used in (12) as one of the functions. To compute the force term using Eq. (18) is completely equivalent to impose null normal derivative of the total field $u^\text{tot}$ around the scatterer.

Eq. (17) can be rewritten in a form more suitable for computations, namely as

$$\sum_{j \in \partial \Omega'} M_{m,j} u_j = \sum_{j \in \Omega'} F_{m,j} f_j, \quad m \in \partial \Omega',$$  \hspace{1cm} (19)
where

\[ M_{j,q} = \nu \sum_{n,q \in \Omega'} \beta'_{m,n} G^n_{q,j} + \sum_{q \in \Omega'} G^n_{q,j} - \nu \beta'_{m,j}, \quad j, q \in \partial \Omega', \quad (20) \]

\[ F_{m,j} = \nu \sum_{q \in \Omega'} \beta'_{m,q} G^m_{q,j} + G^m_{m,j} - \nu \delta_{m,j}, \quad m \in \partial \Omega', \quad j \in \Omega'. \quad (21) \]

Eq. (19) will be solved below with respect to \( u_j \). In terms of the acoustical problem, this means finding the surface pressures on the surface of the scatterer. Then representation (15) can be used for finding the pressures everywhere in \( \Omega' \).

Values of \( \nu \) with non-null imaginary part ensure the uniqueness of Eq. (17) for all wavenumbers. The proof exposed in [8] is adapted in [38] for the discrete problem (see Appendix A).

4 Implementation details

4.1 Discrete operator and the description of the scatterer

The more general framework of Section 3 is particularised now for several operators. Each option leads to a different set of coefficients \( \beta' \). The two-dimensional field operator can be expressed as

\[ L[u]_j = A_0 u_{j_1,j_2} + A_s \tilde{u}_{j_1,j_2} + A_c \hat{u}_{j_1,j_2} \quad (22) \]

with

\[ \tilde{u}_{j_1,j_2} = u_{j_1+1,j_2} + u_{j_1-1,j_2} + u_{j_1,j_2+1} + u_{j_1,j_2-1} \quad (23) \]

and

\[ \hat{u}_{j_1,j_2} = u_{j_1+1,j_2+1} + u_{j_1-1,j_2+1} + u_{j_1-1,j_2-1} + u_{j_1+1,j_2-1} \quad (24) \]

The values of coefficients \( A_0, A_s, A_c \) depend on the discretisation technique. Some examples can be found in Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>( h^2A_0 )</th>
<th>( h^2A_s )</th>
<th>( h^2A_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD</td>
<td>(-4 + (K\nu)^2)</td>
<td>(1)</td>
<td>(0)</td>
</tr>
<tr>
<td>FEM</td>
<td>(\frac{1}{8} + \frac{4(K\nu)^2}{9})</td>
<td>(\frac{1}{3} + \frac{(K\nu)^2}{9})</td>
<td>(\frac{1}{3} + \frac{(K\nu)^2}{36})</td>
</tr>
<tr>
<td>FEM-LUMP</td>
<td>(\frac{1}{3} + (K\nu)^2)</td>
<td>(\frac{1}{3})</td>
<td>(\frac{1}{3})</td>
</tr>
</tbody>
</table>

Table 1: Coefficients of the two-dimensional operator based on: Finite differences point-wise representation (FD), linear finite element method (FEM), linear finite element method with lumped mass matrix (FEM-LUMP).

An important aspect of the method is the definition of the truncated operator \( L' \). In this step the geometry of the scatterer is described and the discrete normal derivative implicitly defined.

In all two-dimensional cases analysed here (finite differences, finite element) the operator \( L' \) can be expressed in a unified framework similar to a standard finite element formulation.
\[ L'[u]_j = \sum_{i \in \Omega'} \beta'_{j,i} u_i = \frac{1}{h^2} \sum_{i \in \Omega'} \left( -K_{j,i} + (Kh)^2 \frac{M_{j,i}}{4} \right) u_i = \begin{cases} \frac{1}{h^2} \int_{\Omega'} N_i f_j d\Omega - \int_{\partial\Omega'} N_i \frac{\partial u}{\partial n} d\Gamma & \text{for FD} \\ \frac{1}{h^2} \int_{\Omega'} f(j_1, j_2, j_3) N_i d\Omega & \text{for FEM} \end{cases} \]

‘FD’ specifies that the boundary algebraic formulation is based on the finite difference equation. Then, operator \( L \) is obtained by means of finite differences. In the ‘FEM’ case, the field operator \( L \) is obtained by means of the weak form of the problem (as finite elements do). In that second case the force term includes a part related to the sources inside \( \Omega' \) and another related to imposed normal derivatives on \( \partial\Omega' \). \( N_i \) is the FEM shape function in the reference element. This is an important advantage with respect to the formulation based on finite difference equation where the imposed velocities on \( \partial\Omega' \) are not so directly included.

The values of \( K_{j,i} \) and \( M_{j,i} \) depend on the discretisation type. In the ‘FEM’ case they are the coefficients of the elemental stiffness and mass matrices in the reference element (see Fig. 2(b))

\[
K_{ji} = \int_{-1}^{1} \int_{-1}^{1} \nabla N_i \cdot \nabla N_j d\xi d\eta \quad M_{ji} = \int_{-1}^{1} \int_{-1}^{1} N_i N_j d\xi d\eta
\]

In the ‘FD’ case \( K_{ji} \) and \( M_{ji} \) values are chosen in order to reproduce the operator \( L \) of Eq. (22) after assembling all the elements surrounding a node.

These elemental matrices have the standard structure

\[
\begin{bmatrix}
a_0 & a_s & a_c & a_s \\
a_s & a_0 & a_s & a_c \\
a_c & a_s & a_0 & a_s \\
a_s & a_c & a_s & a_0
\end{bmatrix}
\]

with the coefficients defined in Table 2.

<table>
<thead>
<tr>
<th>( \mathbf{K} )</th>
<th>( \mathbf{M} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>1</td>
</tr>
<tr>
<td>( a_s )</td>
<td>-1/2</td>
</tr>
<tr>
<td>( a_c )</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Coefficients of the two-dimensional local matrices \( \mathbf{K} \) and \( \mathbf{M} \).

Operator \( L' \) can be obtained for arbitrary geometries in a procedure which is similar to the standard way of assembling elements in a finite element code. For each node in \( \partial\Omega' \) the existing square elements that contain this node must be assembled. According to the local numberings of nodes in Fig. 2(b) and the notation for the square elements surrounding a node in Fig. 2(a), it can be seen that a given node \( j \) is in the local position \( i \) of the square element \( q_i \). Consequently, the row \( i \) of the local matrix in Eq. (27) must be assembled.
Consider as example the node A in Fig. 2(c). In that node, square elements $q_1$ and $q_2$ exist and the operator $L'$ is constructed by assembling the rows 1 and 2 of the elemental matrices $K$ and $M$ according to Eq. (25).

Figure 2: Two-dimensional description of the scatterer and creation of the operator $L'$ on its boundary by means of an element-based concept: (a) Notation of the quadrants surrounding a node; (b) Local notation of nodes in the linear quadrilateral (square) finite element; (c) Examples of several situations of a node on the scatterer boundary: A and C are side nodes while B is a corner node.

With the coefficients in Table 2. Coefficients of $L'$ can be constructed a priori and this procedure done only once.

An example of application of this technique is given for the 2D case based on finite difference operator. In Fig. 3 a sample scatterer is demonstrated. One can see that the boundary nodes can be divided into 12 types. Elements of $L'$ in the vicinity of each type of node are given in Table 3.

Figure 3: Sketch of the two-dimensional scatterer. The twelve node types in the boundary are identified.
Alternative, high-order operators could be considered. The formulation in Sections 2 and 3 remains valid in these cases by only considering a more general definition of $\beta$ coefficients because standard high-order finite difference schemes or finite elements often relate non-adjacent nodes. Also discrete Green’s functions can be evaluated numerically even if the formulas are a bit more complex. However, some difficulties arise from the implementation point of view. On the one hand the unknowns are not only the nodes on the boundary of the scatterer but also some layer around it. For example, in the case of the cross-shaped fourth order finite difference stencil that include nine points, the method requires an additional layer of nodes around the boundary (coefficients $b_j^m$ become non-null there). On the other hand and more important, it is much more difficult to impose boundary conditions and define a proper truncation of the operator $L$ when coefficients $\beta$ of non-adjacent nodes can be non-null.

A good alternative could be the compact high-order finite difference schemes proposed in \[48, 34\] and used in \[31\] with the Difference potential Method.

The use of a high-order operator in the proposed approach should be restricted to staircased geometries. Otherwise, the increase in accuracy caused by the better interpolation could be masked by a poor approximation of the problem geometry. Few studies have incorporated the geometry error in the error indicator\[27\]. However, in most of them (see for example for the FEM\[40\] or for the BEM\[26\]) the geometry error is estimated by means of the distance $d$ between the real boundary and its discrete approximation (i.e. in two-dimensional problems: a triangulation of the domain in the FEM, an approximation by means of straight segments in the linear BEM or a staircased geometry in the approach presented here).

Assuming that the exact geometry is a surface of constant curvature (radius of curvature $R$) in the BEM discretisation of the boundary (straight elements of length

<table>
<thead>
<tr>
<th>node type</th>
<th>$(j_1 - 1, j_2)$</th>
<th>$(j_1 + 1, j_2)$</th>
<th>$(j_1, j_2 - 1)$</th>
<th>$(j_1, j_2 + 1)$</th>
<th>$(j_1, j_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$-4 + (K_h)^2$</td>
</tr>
<tr>
<td>1</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$1$</td>
<td>$-2 + (K_h)^2/2$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$1/2$</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$-2 + (K_h)^2/2$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$1$</td>
<td>$-1/2$</td>
<td>$1/2$</td>
<td>$-2 + (K_h)^2/2$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$-3 + 3(K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$1$</td>
<td>$-3 + 3(K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$1/2$</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$-3 + 3(K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$1$</td>
<td>$-3 + 3(K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$-1 + (K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$-1/2$</td>
<td>$-1 + (K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$-1 + (K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$-1 + (K_h)^2/4$</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$1/2$</td>
<td>$-1 + (K_h)^2/4$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Weights of the finite difference operator in two-dimensional problems according to Eq. (9).
Figure 4: Distance $d$ between exact (red) and approximated (blue) geometries: (a) straight segments (BEM); (b) Staircased.

$h$) shown in Fig. 4 (a), this distance $d$ is

$$d = R \left( 1 - \cos \left( \arcsin \left( \frac{h}{2R} \right) \right) \right)$$

(28)

and using Taylor series around $h = 0$ we have

$$d \approx \frac{1}{8R} h^2 + o(h^4) \quad \frac{h}{R} \ll 1$$

(29)

For the case of the staircased geometry with grid size $h$ as shown in Fig. 4 (b), the distance between a node and the exact boundary can be expressed as

$$d = R \left( 1 - \cos \left( \arcsin \left( \frac{\sqrt{2}h}{2R} \right) \right) \right) + \frac{\sqrt{2}h}{2}$$

(30)

and again using the Taylor series it becomes

$$d \approx \frac{h}{\sqrt{2}} + \frac{h^2}{4R} + o(h^4) \quad \frac{\sqrt{2}h}{R} \ll 1$$

(31)

Comparing Eq. (29) and Eq. (31) it can be seen that the asymptotic dependence of $d$ on $h$ is of different order (order one in staircased geometry, which is worse). This has a direct consequence in the estimation of the geometric error which is based on a relationship of the type $d = Ch^n$. The geometry approximation error of finite elements is proportional to $h^{3/2}$ ($h$ is the element size)[40]. In the derivation to this error bound it is used that the distance between an smooth curved boundary and its triangulation is proportional to $h^2$ and the final result is not dependent on the order of polynomial interpolation used for the problem variable. For this reason a
high order method used in a curved geometry problem does not converge with proper rate corresponding to the high-order polynomial interpolation unless the geometry is described with the same accuracy. For example, finite elements using interpolation functions of order \( p \geq 2 \) and linear interpolation of the curved problem geometry do not converge according to the high-order \( p \) of the polynomial but as linear elements.

4.2 Boundary conditions

One of the main advantages of using an element approach is that boundary conditions are imposed naturally by means of the proper definition of operator \( L' \) of Section 4.1. In fact \( L'[u]_m \) is equivalent to the external normal derivative.

Consider as example the `FD’ based option. In the node \( C \) (with coordinates \( j_1 \) and \( j_2 \)) of Fig. 2(c) the second order expression of the derivative is

\[
\frac{du}{dx} = \frac{u_{j_1+1,j_2} - u_{j_1-1,j_2}}{2h} + o(h^2) = -\mathbf{n} \cdot \nabla u = -\frac{\partial u}{\partial n} \tag{32}
\]

the value of \( u_{j_1-1,j_2} \) in the fictitious node from Eq. (32) can be isolated and replaced in Eq. (22) in order to obtain \( L'[u]_C \). This is a common procedure used in finite differences in order to impose Neumann boundary conditions. It is fully equivalent to the assembly procedure proposed here where the operator \( L' \) is obtained after assembling the elements \( q_1 \) and \( q_4 \) with the node \( C \) is in local positions 1 and 4 respectively

\[
L'[u]_C = \frac{1}{h^2} \left( u_{j_1+1,j_2} + \frac{1}{2} \left( u_{j_1,j_2+1} + u_{j_1,j_2-1} \right) + \left( \frac{(Kh)^2}{2} - 2 \right) u_{j_1,j_2} \right) = -\frac{1}{h} \frac{\partial u}{\partial n} \tag{33}
\]

The right hand side of Eq. (33) represents the imposed normal derivative. In each node \( m \in \partial \Omega' \) the normal vector \( \mathbf{n} = (n_{j_1}, n_{j_2}) \) can be obtained by assembly of the values in Table 4. These values are the same for FD and FEM. In the case of node \( C \), elements \( q_1 \) and \( q_4 \) should be considered obtaining \( n_{j_1} = -1/h \) and \( n_{j_2} = 0 \).

<table>
<thead>
<tr>
<th>Existing square</th>
<th>( n_{j_1} )</th>
<th>( n_{j_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_1 )</td>
<td>-1/2h</td>
<td>-1/2h</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>1/2h</td>
<td>-1/2h</td>
</tr>
<tr>
<td>( q_3 )</td>
<td>1/2h</td>
<td>1/2h</td>
</tr>
<tr>
<td>( q_4 )</td>
<td>-1/2h</td>
<td>1/2h</td>
</tr>
</tbody>
</table>

Table 4: Two-dimensional discrete approximation of normal vector in brick-shaped boundaries (pointing outward to the fluid domain).

It is now possible to consider some boundary conditions. In the Neumann case the value of \( \frac{du}{dn} = \mathbf{n} \cdot \nabla u \) is directly considered in Eq. (33) (null value for a rigid scatterer). This modifies the force vector. For Robin boundaries \( \frac{du}{dn} = -A_R u \) where \( A_R \) is a constant. This affects the coefficient of \( u_{j_1,j_2} \) in the diagonal of the system matrix. Dirichlet boundary conditions can be considered \[^{18}\].

In the case of a FEM-based operator, Neumann and Robin boundary conditions are imposed by means of the boundary integral in Eq. (25).
4.3 Discrete Green’s functions

The first step of the method is finding the Green’s function $G^m_j$ of $L$.

4.3.1 One-dimensional discrete Green’s functions

As the simplest example we consider below an 1D problem, i.e. scattering by an obstacle on a line. Of course this example is of no practical interest, however this example can be used to demonstrate how the CFIE approach removes the spurious resonances.

The mesh $\Omega$ is the whole line, and matrix $\beta$ is given by the relation:

$$
\beta_{j,q} = \begin{cases} 
  h^{-2}, & q = j \pm 1, \\
  -2h^{-2} + \mathcal{K}^2, & q = j, \\
  0, & \text{otherwise}
\end{cases}
$$

(34)

The analytical expression for the Green’s function is obvious:

$$
G^m_j = A \exp\{i\kappa|j-m|\}
$$

(35)

where $\kappa$ is the discrete wavenumber, $A$ is a constant parameter and $i = \sqrt{-1}$. Wavenumber $\kappa$ is as follows:

$$
\kappa = 2 \arcsin (\mathcal{K}h/2).
$$

(36)

Finally, using that for $j = m$, $L[G^m_j] = 1$ the expression of $A$ is found as

$$
A = \frac{1}{2(\exp\{i\kappa\} - 1)h^{-2} + \mathcal{K}^2}.
$$

(37)

4.3.2 Two-dimensional discrete Green’s functions

Assume that $\beta_{j,q}$ is given by Section 4.1. Construct $G^m_j$ using the Fourier transform. Let the source node $m$ coincide with the origin $m = 0$ (all other cases can be obtained by translating the Green's function along the coordinate lines). Introduce the values $j_1$ and $j_2$ as integer coordinates of node $j$. Represent the Green’s function in the form

$$
G^0_j = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} A(\xi_1, \xi_2) \exp\{-i(\xi_1 j_1 + \xi_2 j_2)\} d\xi_1 d\xi_2
$$

(38)

The inverse transform is as follows:

$$
A(\xi_1, \xi_2) = \sum_{j_1 = -\infty}^{\infty} \sum_{j_2 = -\infty}^{\infty} G^0_j \exp\{i(\xi_1 j_1 + \xi_2 j_2)\}
$$

(39)

Apply operator $L$ to (38):

$$
\delta_{j_1,0}\delta_{j_2,0} = \frac{1}{h^2(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \sigma(\xi_1, \xi_2, k) A(\xi_1, \xi_2) \exp\{-i(\xi_1 j_1 + \xi_2 j_2)\} d\xi_1 d\xi_2
$$

(40)
Applying the inversion formula to (40), it is concluded that the two-dimensional Green’s function can be expressed as
\[
G^0_j = \frac{h^2}{(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{\exp\{i(\xi_1 j_1 + \xi_2 j_2)\}}{\sigma(\xi_1, \xi_2)} d\xi_1 d\xi_2
\] (41)

Analytical integration on the variable $\xi_2$ of Eq. (41) is done. The procedure is similar to the one proposed in [15] and references therein. This leads to one-variable integral for the two-dimensional Green’s function that is done numerically in the complex plane. A proper integration path that turns around the singular points or poles is chosen. This path is as close as needed to the singular points. This is based on the limit absorption principle (making the limit for the imaginary part of $K$ tending to 0). Consequently Green’s functions calculated by means of this procedure satisfy the Sommerfeld radiation condition.

For the operators defined here in Section 4.1, $\sigma$ can be expressed as $\sigma(\xi_1, \xi_2) = A + B \cos (\Xi)$ and Eq. (41) leads to
\[
G^0_j = \frac{h^2}{2\pi} \int_{-\pi}^{\pi} \frac{\exp\{i(\xi_1 j_1 + \Xi j_2)\}}{iB \sin (\Xi)} d\xi_1
\] (42)

For the ‘FD’ case we have
\[
\Xi(\xi_1) = \text{arccos}(2 - \cos \xi_1 - h^2 K^2/2) \quad \text{and} \quad B = 2
\] (43)

Its analogue for the ‘FEM’ operator is
\[
B = 2 \left[ 2 \left( \frac{(Kh)^2}{36} + \frac{1}{3} \right) \cos (\xi_1) + \left( \frac{(Kh)^2}{9} + \frac{1}{3} \right) \right]
\] (44)
and
\[
\Xi(\xi_1) = \pi - \text{arccos} \left( \frac{2(Kh)^2 + 6}{((Kh)^2 + 12) \cos (\xi_1) + 2(Kh)^2 + 6} \right)
\] (45)

Eqs. (44) and (45) can be simplified if the mass is lumped leading to
\[
B = \frac{4 \cos (\xi_1) + 2}{3}
\] (46)
and
\[
\Xi(\xi_1) = \pi - \text{arccos} \left( \frac{2 \cos (\xi_1) + 3(Kh)^2 - 8}{4 \cos (\xi_1) + 2} \right)
\] (47)

An alternative formulation for the ‘FD’ case [29] where no analytical integration is done on $\xi_2$ leads to
\[
G^0_j = \frac{h^2}{\pi^2} \int_0^\pi \int_0^\pi \frac{\cos (j_1 \xi_1) \cos (j_2 \xi_2)}{(Kh)^2 - 4 + 2 \cos(\xi_1) + 2 \cos(\xi_2)} d\xi_1 d\xi_2
\] (48)

Eq. (48) is more complicated than Eq. (42). However, an analytical solution based on hypergeometric functions exists [24]. An alternative is proposed [33] where the integral
is calculated by means of recurrence formulas. Unfortunately, numerical errors due to the recurrence are large for the usual values of \( j_1 \) and \( j_2 \) required by realistic examples and the general purposes of the presented method \([5]\).

A very important contribution of \([29]\) are the simplified formulas that successfully approximate Eq. \((48)\) for large values of \( j_1 \) and \( j_2 \). There is an equivalent three-dimensional version \([9]\). Without them, the implementation of the method proposed here would be more difficult and probably computational costs would be higher.

The option chosen for the examples shown here is to perform a numerical integration of Eq. \((42)\) for the lower values of \( j_1 \) and \( j_2 \) and use asymptotic formulas \([29]\) when possible.

Fig. 5 illustrates the dependence between the discrete Green's function precision and how many intervals are used with piecewise constant integration along the integration path. The source is centred at the origin and the results are for nodes along the \( j_1 \) axis. The error for other nodes like the ones in the diagonal \( j_1 = j_2 \) is smaller.

Several ‘rules of thumb’ can be obtained from Fig. 5: i) The number of integration intervals must always be larger than the maximum value of \( j_1 \) required; ii) It is better not to use asymptotic formulas for \( j_1 < 20 \).

The results shown in Fig. 5(b) illustrate how important is to tabulate the values of the discrete Green’s function and avoid repetitive calculation of them.

In a problem with \( N \) nodes on the scatterer boundary, the number of operations (additions and multiplications) required in order to solve the dense linear systems of equations is \( o(2N^3/3) \). Moreover, it is required to perform \( o(2\alpha N^2) \) operations and \( o(\alpha N^2) \) evaluations of the discrete Green’s function in order to compute the coefficients of the system matrix. \( \alpha \) represents here the number of nodes of the truncated operator. For the node A in Fig. 2(c): \( \alpha = 4 \) in the FD-based operator and \( \alpha = 6 \) in the FEM-based operator. But in any of the cases \( \alpha \ll N \). However, the number of operations required to evaluate the discrete Green’s function is comparable or larger than \( N \). As shown in Fig. 5, the singularity in the integral in Eq. \((42)\) may lead to the use of a quite large number of integration points. In addition, the integrand contains trigonometric functions whose repetitive evaluation tends to be expensive. This can cause the computation of the matrix coefficients to be slower than the solution of the linear system. The system matrices for the examples shown in the following sections are calculated around 100 times faster if discrete Green’s function values are precomputed. It is good to verify that most of the calculation time is due to the solver routine.

4.4 Computational aspects

In terms of memory storage and calculation times required to solve linear systems of equations, the computational costs of the proposed method are comparable with those of the BEM. Both methods use a full system matrix which is the element consuming more memory. The linear systems of equations can be solved by means of direct solvers if they are small but in general an iterative solver is required (even if the system matrix can be stored, the direct solver is too slow).

To reduce the condition number of matrices is needed in order to use iterative
solvers. In that sense the integral formulation is relevant \cite{11} and CFIE becomes very important. It is shown in the numerical examples how CFIE drastically improve the condition number of the system matrix for all wavenumbers.

The proposed formulation also avoids boundary integrals. It means that the calculation of the system matrix coefficients can be done in a faster way. This is very relevant in order to extend the technique with the Fast Multipole Methods \cite{47} idea. In these cases the improvement of the matrix conditioning due to the CFIE is very often combined with GMRES (or block GMRES). The whole system matrix is never in the memory and their blocks are generated when required. An important aspect of that methods is the ability to build this blocks (that implies boundary integrals) very fast.

In addition to these general considerations, some possible guidelines in order to implement a code are:

- The information to be stored is, for each node in the scatterer boundary: the coordinates and the node type. Thus, a function that provides this information for a given geometry is required.

- The unknowns of the linear systems of equations are the nodal values at the boundary. Then, it is important to establish some ordering of them to be assembled. Fast searches along the boundary node list are required. It has to be done many times during assembly, pre and post processes.

- The operator $L'$ defined in Table 3 can be considered as a function where the input data will be the node coordinates and the node type and as output will provide: coordinates of neighbouring nodes and coefficients $\beta'$.
• Eq. (42) is a non-trivial oscillatory integral that must be done for each required value of $G_0^j$. This is a time consuming operation. It is very important to precompute the values of $G_0^j$ for every wavenumber $K$ because they are needed several times. The performance of the method highly depends on this step.

5 Numerical examples

The first example is a one-dimensional problem with available analytical solution. Moreover, the boundary integral formulation is reduced to the solution of a linear system with two equations. This simplicity is helpful to illustrate all the steps of Sections 2 and 3. The other examples are two-dimensional problems where the scatterer is L-shaped, a rectangle or a circle. They are used in order to show numerically some of the properties of the method.

5.1 One-dimensional scattering

The one-dimensional problem on Fig. 6 is solved. The scattering object is placed between the nodes $-R = -20$ and $R = 20$. A point source that generates the wave is placed at the node $S = 32$. The rigid boundary of the scatterer is composed by two nodes. In this Neumann boundary, null normal derivative of the total field $u$ is imposed. Then, the problem is reduced to a system of two linear equations where the unknowns are the value of $u$ at these two nodes

$$\mathbf{M} \begin{bmatrix} u_R \\ u_{-R} \end{bmatrix} = \mathbf{Ff}$$  \hspace{1cm} (49)

$\mathbf{M}$ is the system matrix that can be calculated according to Eq. (20)

$$\mathbf{M} = \begin{bmatrix} 1 + b_R^R + \left(1 - \left(\frac{K_h^2}{2}\right)^2 + b_R^{R+1}\right) & b_R^R + \frac{\nu}{h^2} b_R^{R+1} \\ b_{-R}^R + \frac{\nu}{h^2} b_{-R}^{-R-1} & 1 + b_{-R}^R + \frac{\nu}{h^2} \left(1 - \frac{(K_h^2)}{2} + b_{-R}^{-R-1}\right) \end{bmatrix}$$  \hspace{1cm} (50)

Coefficients $b$ are defined in Eq. (14). A more simplified expression of the matrix coefficients can be obtained by means of the one-dimensional Green’s function described in Section 4.3 (Eqs. (35), (36) and (37)).

$$\mathbf{M}_{1,1} = \mathbf{M}_{2,1} = \frac{\exp\{i2\kappa R\}}{2} \left(1 + \frac{\nu}{h^2} \exp\{i\kappa\}\right)$$  \hspace{1cm} (51)

$$\mathbf{M}_{1,2} = \mathbf{M}_{2,2} = \frac{1}{2} + \frac{\nu}{h^2} \left(1 - \left(\frac{K_h^2}{2}\right)^2 + \frac{A}{h^2} \left(1 - \exp\{i\kappa\} \left(1 - \frac{(K_h^2)^2}{2}\right)\right)\right)$$  \hspace{1cm} (52)
The force vector \( \mathbf{f} \) is also obtained thanks to Eqs. (15) and (17)

\[
\mathbf{Ff} = \begin{bmatrix}
    f_S G_R^R + \frac{\nu}{h} f_S G_R^{R+1} \\
    f_S G_S^R R_S + \frac{\nu}{h} f_S G_S^{R-1}
\end{bmatrix}
\]

where \( f_S = 1 \) due to the type of source considered and \( G \) is the discrete Green’s function. Once the boundary values \( u_R \) and \( u_{-R} \) are obtained after the resolution of Eq. (49), the value of \( u \) in all the other nodes can be calculated by means of Eq. (15). Considering only the non-null coefficients

\[
u m = f_S G_R^R - u_R b_R^R - u_{-R} b_{-R}^R
\]

The problem has the following exact solution

\[
u_j = \frac{1}{2i} \{ \exp\{iK \nu |j - S|\} + \exp\{iK (j + S)\}\}
\]

It has been considered as reference.

Fig. 7(a) shows the inverse of the condition number of matrix \( \mathbf{M} \) for several values of the parameter \( \nu/h^2 \). The case \( \nu/h^2 = 0 \) corresponds to the solution of the problem by means of the boundary integral equation (BIE) Eq. (15). The other cases use Eq. (17), it is a combined field integral equation (CFIE). The eigenfrequencies of the scatterer (with Dirichlet boundary conditions and taking into account the numerical dispersion) are indicated with pink crosses. They can be calculated by means of Eq. (36)

\[
u_n = \frac{2}{h} \sin \left( \frac{1}{2} \kappa_n \right) = \frac{2}{h} \sin \left( \frac{n\pi}{4R} \right) \quad n = 1, 2, \ldots
\]

The condition number of singular matrices is infinite. Its inverse is 0 just in the eigenfrequencies of the scatterer when \( \nu/h^2 = 0 \) which are the spurious eigenfrequencies of the problem. This never happens when the combined field formulation is used (\( \nu \neq 0 \)). In [1] the value of \( \nu/h^2 = i \) is used in the absence of a more detailed analysis. This seems correct in our case and avoids the singularity of matrix \( \mathbf{M} \) for all the wavenumbers. Other values have been tested here without obtaining an improvement in the condition number with respect to \( \nu/h^2 = i \). Note that the value of ‘\( u_{-R} \), CFIE’ is always null.

The relative error of \( u_R \) and \( u_{-R} \) depending on the dimensionless wavenumber for \( \nu/h^2 = i \) has been plot in Fig. 7(b). The general trend is the same for BIE and CFIE. \( u_{-R} \) has only rounding errors because it is exactly 0 in both cases. \( u_R \) is quite dependent on the dispersion of the incident wave. However, the important difference between both methods is found at the spurious frequencies of the problem corresponding to the eigenfrequencies of the scatterer (interior problem with Dirichlet boundary conditions). For these wavenumbers BIE provides bad results for both \( u_R \) and also \( u_{-R} \) while CFIE is still coherent with the exact solution.

The field solution for two particular wavenumbers has been plotted in Fig. 8. In situation (a) both methods provide a correct solution. The wavenumber is calculated with \( n = 4.5 \) in Eq. (56). On the contrary, in the situation (b), only CFIE is close to the exact solution. In that case \( n = 4 \) which means that we are exactly in one of the spurious resonances of the problem. The wave of the BIE solution in the left domain is, of course, caused by the failure of the formulation at that frequency. It is shown as a ‘mirror effect’.
Figure 7: One-dimensional scattering problem: (a) Inverse of the condition number depending on the parameter $\nu/h^2$ for each dimensionless wavenumber $k = Kh$, ‘Eig. Scatterer’ are the eigenfrequencies of the scatterer; (b) Relative error of the values $u_R$ and $u_{-R}$ at both sides of the scatterer for the boundary integral formulation (BIE) and the combined field integral equation (CFIE), $\nu/h^2 = i$.

Figure 8: Detail of the solutions for a one-dimensional scattering problem: (a) Wavenumber which does not coincide with an eigenfrequency of the scatterer, all methods provide equivalent solutions; (b) Wavenumber which coincide with an eigenfrequency of the scatterer, pathological behaviour of the BIE solution seen as a ‘mirror effect’.

5.2 Scattering by two-dimensional objects

Three different scattering objects have been considered: an ‘L’, a rectangle and a circle. The former are more adequate for the proposed technique because its geometry can be exactly approximated. The latter is a case with analytical solution [10]. Moreover, it can be used to see the performance of the method for curved boundary
5.2.1 Straight edges

The situation of Fig. 9(a) is considered. A point source generates a cylindrical wave that is scattered by a rectangle. The source is placed at the position ($X_S = 0 \text{ m}; Y_S = 4 \text{ m}$). The rectangle has dimensions ($L_X = 2.0 \text{ m}; L_Y = 1.6 \text{ m}$) and the bottom left corner is placed at the position ($-1.6 \text{ m}; 0 \text{ m}$).

In a first example, the incident field is considered by means of Eq. (18) with

$$u^{\text{inc}}(r) = -\frac{i}{4} H_0^{(1)}(Kr)$$  \hspace{1cm} (57)

Four different methods are compared: (i) The boundary integral of Eq. (15) (BIE); (ii) The boundary integral of Eq. (17) with a coefficient $\nu = 1$ (BIE + CFIE); (iii) A standard boundary element solution based on Green’s formula. The variables are interpolated by means of piecewise constant elements with the collocation point in the middle of the element (BEM); (iv) The same boundary element formulation but taking into account the CFIE \cite{8} (BEM + CFIE). Due to the lack of analytical solution for this example, the reference solution is taken as the BEM + CFIE option but dividing the element size by two. A frequency analysis is performed. The analysed dimensionless wavenumbers ($k = Kh$) are chosen as: eigenfrequencies of the rectangular shape by taking into account the ‘exact’ wavenumber, eigenfrequencies of the rectangular shape by taking into account the dispersion in the numerical wavenumber (in the same way as Eq. (56) but in two directions), some frequencies around these
values and frequencies distributed in an uniform way along the spectrum. The frequency range has been limited to values of dimensionless wavenumber below 1. For this value, there are approximately six nodes per wave length. The relative error is calculated by means of the energy norm on the boundary of the scattering object

\[ e = \frac{\int_{\partial \Omega'} |u - u_{\text{ref}}|^2 dS}{\int_{\partial \Omega'} |u_{\text{ref}}|^2 dS} \]  

(58)

The results for a grid size \( h = 0.1 \) m are shown in Fig. 10. The first thing to be noted is that both the BIE and the BEM suffer from large errors at (and around) the eigenfrequencies of the rectangle (with Dirichlet boundary conditions) as shown in Fig. 10 (a). The dimensions of the rectangle as well as the grid size \( h \) have been chosen in order to show it clearly. However, for larger rectangles and higher frequencies (smaller values of \( h \)) the effect of the spurious frequencies is much more dramatic because of the larger modal density of the rectangle. This numerical pathology is overcome when a CFIE formulation is used. The success of the technique is valid in all cases, as well as for the discrete boundary integral equation proposed here. CFIE formulation improves the conditioning of the system matrix. The 2-norm condition number of the system matrix is plotted in Fig. 10(b). We can see how CFIE keeps the condition number in all cases below 50. On the contrary, without CFIE, large values of the condition number are found around the spurious frequencies.
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(a)

Figure 10: Effect of CFIE: (a) Relative error around a rectangular scatterer (incident field according to Eq. (57), \( h = 0.1 \) m); (b) 2-norm condition number of the system matrix depending on the wavenumber. Among all cases without CFIE only FD-based operator is plot for clarity.

The behaviour of the numerical models around spurious frequencies is shown in Fig. 11 and for the sake of clarity some meaningful values are listed in Table 5. The behaviour of the BEM and the boundary algebraic equations is quite different. In the BEM the effect of the spurious frequency on the solution can be noted in a reasonably large bandwidth (\( \Delta k \simeq 0.05 \) Hz in Fig. 11(b)). However, this is not the case of boundary algebraic equations where this bandwidth is extremely narrow (\( \Delta k \simeq 10^{-9} \) Hz from the values in Table 5). Another difference is that the BEM seems more
sensitive to the ill-conditioning of matrices. The numerical error increases for values of the system condition matrix around $10^2$. On the contrary, in boundary algebraic equations, this condition number must be larger than $10^8$ in order to see its effect on the quality of the solution.
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Figure 11: Detailed effect of a spurious frequency in BEM and for the FD and FEM based operator: (a) 2-norm condition number of system matrices without CFIE; (b) relative error.

<table>
<thead>
<tr>
<th>k</th>
<th>cond</th>
<th>cond (CFIE)</th>
<th>e (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.36920000000000</td>
<td>$1.45 \times 10^4$</td>
<td>12.4</td>
<td>0.16</td>
</tr>
<tr>
<td>0.36920900000000</td>
<td>$1.00 \times 10^5$</td>
<td>12.4</td>
<td>0.16</td>
</tr>
<tr>
<td>0.36921051500000</td>
<td>$5.02 \times 10^7$</td>
<td>12.4</td>
<td>0.16</td>
</tr>
<tr>
<td>0.36921051805500</td>
<td>$5.40 \times 10^9$</td>
<td>12.4</td>
<td>1.26</td>
</tr>
<tr>
<td>0.36921051803360</td>
<td>$6.19 \times 10^{10}$</td>
<td>12.4</td>
<td>141.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>k</th>
<th>cond</th>
<th>cond (CFIE)</th>
<th>e (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.37173000000000</td>
<td>$2.59 \times 10^4$</td>
<td>8.07</td>
<td>$7.53 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.37173570000000</td>
<td>$7.03 \times 10^5$</td>
<td>8.07</td>
<td>$7.53 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.37173590000000</td>
<td>$8.60 \times 10^6$</td>
<td>8.07</td>
<td>$7.53 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.37173591780119</td>
<td>$1.03 \times 10^{12}$</td>
<td>8.07</td>
<td>148</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>k</th>
<th>cond</th>
<th>cond (CFIE)</th>
<th>e (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.36000000000000</td>
<td>$1.43 \times 10^1$</td>
<td>4.06</td>
<td>$3.40 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.36900000000000</td>
<td>$1.13 \times 10^2$</td>
<td>4.22</td>
<td>$1.14 \times 10^{-1}$</td>
</tr>
<tr>
<td>0.37022000000000</td>
<td>$8.48 \times 10^2$</td>
<td>4.23</td>
<td>4.63</td>
</tr>
<tr>
<td>0.37033150000000</td>
<td>$1.08 \times 10^3$</td>
<td>4.23</td>
<td>7.56</td>
</tr>
</tbody>
</table>

Table 5: Meaningful numerical values of Fig. 11

The precision of the method for several operators is shown in Fig. 12. In addition to the variations of the original operator described in Section 4.1, the direct truncation
of the finite difference operator is considered (FD trunc). This is the simplest case where all grid nodes on the scatterer are removed (the weight of the central node is adapted taking into account the number of adjacent nodes). The relative error of a BEM solution using piecewise constant elements of size $h$ is also included in the comparison.

Two scatterers are considered: rectangular (the same as before) and an L-shaped. The bottom side of the L-shaped scatterer is horizontal and coincide with the bottom side of the rectangle. Both scatterers are 2.0 m width. The L is 3.2 m height and 0.4 m thick, with the source of the incident wave placed at $(X_S = 0 \text{m}; Y_S = 4 \text{m})$.

It can be seen how, as expected, due to the simplifications in the geometry description, the method proposed here is a bit less accurate than the BEM. This difference in accuracy is smaller for the L-shaped scatterer. It could mean that when the solution has stronger singularities, the difference (in terms of precision) between the proposed method and the BEM is reduced. However the convergence order is the same in both methods. The slope of that curves is reduced when the scatterer has non-soft shape (i.e. sharp contours or corners) [22]. This leads to solutions including strong singularities. The slope is around 2 ($1$ in $L_2$ norm) and it could be around 4 ($2$ in $L_2$ norm) in a case without singularities. Errors are larger in the case of the L-shaped scatterer (for all the operators and in both methods) because the solution of the problem has stronger singularities due to the re-entrant corner.

In both scatterers, the direct truncation of the operator (FD trunc) leads to larger errors. A proper truncation of the operator $L$ that takes into account the boundary conditions improves the precision of the solution. The main difference between the options ‘FD’ and ‘FD trunc’ is that the first one represents a second order approximation of the normal derivative around the scatterer while the second one not.

In the rectangular scatterer, the errors are smaller if the operator $L$ is based on finite element (FEM, FEM lumped) instead of finite differences (FD). However, it is not the case for the L-shaped scatterer. The difference between the options ‘FEM’ and ‘FEM lumped’ is very small. Consequently, it is better to use an operator based on finite elements with lumped matrix because the expressions to evaluate the discrete Green’s functions in Section 4.3 are much simpler (this also reduces computation time).

The method has also been compared with a finite difference analysis in the time-domain (FDTD). The wave equation is solved in the time-domain. A wave with compact support is generated in the source position and propagated in an unbounded domain till the scatterer. The outputs from the FDTD analysis are the time-histories of the source force and the variable around the scatterer. They can be transformed into the frequency domain by means of a Discrete Fourier Transform (DFT). The ratio between the Fourier transform of the received signal divided by the Fourier transform of the source force has to be equivalent to a frequency domain analysis using Eq. (1) where the force term is a Dirac delta placed in the source position. In the FDTD analysis the incident and reflected waves have numerical dispersion. Thus, in order to make a fair comparison the incident field is generated by a Dirac delta force vector in the frequency-domain analysis placed at the position $(s_1, s_2)$

$$f_j = \delta_{j_1, s_1} \delta_{j_2, s_2}$$

(59)
Figure 12: Relative error around a scatterer: (a) rectangular; (b) L-shaped. Comparison between several operators based on: finite differences (FD), finite element (FEM), finite element with lumped mass matrix (FEM lumped) and finite differences with direct truncations (FD trunc). A BEM solution using piecewise constant elements is also included. All the cases use CFIE.

instead of the dispersion-free incident field of Eq. (57) in Eq. (18). The use of a discrete Green’s function ensures that the incident field also has numerical dispersion.

A comparison of the time and frequency analyses is shown in Fig. 13. The reference solution is again the BEM + CFIE formulation with a finer mesh. The wavenumbers analysed in the ‘BIE’ and ‘BIE+CFIE’ options are chosen as before. The wavenumbers obtained by the discrete Fourier transform coincide with the symbol (dark square). Two aspects must be taken into account in order to fix the validity range of the DFT output. On the one hand, only the solutions with wavenumbers with significant contribution in the excitation have sense. This frequency range can be increased by making the impulse sharper (with shorter time duration) and closer to a Dirac delta. On the other hand the grid size indirectly determine the maximum wavenumber with physical meaning. It does not seem adequate to consider frequencies with less than six elements per wave length. For this reason, only dimensionless wavenumber values in the range (0; 1) have been considered.

The relative error has similar values and follow the same trend in both the ‘BIE+CFIE’ and the frequency post-processed ‘FDTD’. In both cases it drastically increases after $k = 0.5$. It has to be noted that the BEM does not introduce dispersion in the incident field because its analytical expression is included directly in the force term. Thus, we are comparing two solutions where the incident field has numerical dispersion with a reference solution with dispersion free incident field. When analysed in detail, it can be seen how the numerical error is mainly caused by a phase difference in the waves but their module is similar.

To obtain similar results working in the time-domain and in the frequency-domain is important in order to show that all the aspects more related to the frequency domain such as discrete Green’s functions, the BIE of Eq. (15) or the definition of parameters $b$ in Eq. (14) are properly formulated and implemented.
5.2.2 Curved boundary: circle

Once the properties of the method have been shown in the previous example, a new ingredient is added here: approximation of curved boundaries by means of a brick-shaped geometry. To do that, the scattering of a cylindrical wave caused by a circle is considered. The approximation to curved surfaces by means of stair-stepped discretisations represents an additional source of numerical errors. Some attempts have been done in order to improve this aspect of finite differences in time-domain \[43\] and in frequency domain \[50, 7\].

The sketch of the problem can be seen in Fig. 8(b). The radius of the circle is \(R = 3\) m and the position of the source \((X_S = 0\text{m}; Y_S = 8\text{m})\). The incident field is modelled using Eq. (57) in Eq. (18). All the considerations done for the previous example remain valid with the difference that now, the reference solution is the series solution\[10\]. The BEM options use nodes exactly over the radius of the circle (thus, the collocation point in the middle of the element is slightly displaced from the circumference). The reference solution is evaluated on the circle at the same angle \(\theta\) as the collocation point. For the BIE options the nodes of the grid are not exactly over the circle. The reference solution is evaluated over the circle and at the same angle \(\theta\) aligned with the grid node.

The results are shown in Fig. 14. Again, the use of CFIE damp the spurious frequencies. It can be seen how this circle example is very favourable for the BEM due to the radial nature of the fundamental solution of the problem. However, the convergence rate is quite similar in both cases. It is around 4 (2 in \(L_2\) norm) and much larger than in Fig. 12. This is expected due to the lack of corners in the scatterer.
geometry which avoids singularities in the solution. Thus, the errors are smaller than for the BIE where the Green function is constructed following the orthogonal directions of the grid. The errors drastically increase after \( k = 0.5 \) for BIE and \( k = 0.9 \) for the BEM.

![Image](image-url)

**Figure 14:** Relative error around a circle-shaped scatterer, comparison between methods: (a) incident field according to Eq. (57), \( h = 0.1 \) m, the standard version of the BEM and the proposed BIE provide spurious solutions in the eigenfrequencies of the scatterer. This problem is overcome with the CFIE versions in both methods; (b) the incident field is a plane wave, accuracy comparison when CFIE is used.

The relative error of Fig. 14 is calculated on the boundary of the scattering object \( (\partial \Omega') \). It has two main causes in the proposed method. On the one hand the stair-stepped approximation of the geometry which is less important in the evaluation of the solution outside the boundary (far field). On the other hand the fact that the nodes of the grid cannot be placed exactly on the circle. This is improved in the evaluation of the field in other positions (not on the scatterer boundary) by simply interpolating the solution.

## 6 Conclusions and future developments

A numerical technique for the scattering problems governed by the Helmholtz equation has been presented. It is based on the discrete form of the problem and uses discrete Green’s functions. The main properties of the method are:

- Keeps the properties of the BEM and other techniques based on boundary integral equations in the sense that automatically satisfies the boundary conditions at infinite. This avoids the use of specific techniques such as the Perfectly Matching Layers, the Dirichlet-to-Neumann maps or infinite elements and represents a good option to model unbounded domains in a finite difference based model.

- The discrete equivalent version of the Combined Field Integral Equation formulation (CFIE) has been used in order to damp the spurious resonances of the
scatterer with success.

- No boundary integral has to be done. This is a very important advantage with respect to other boundary techniques such as the BEM. One of the main drawbacks of the BEM is the need to deal with singular integrals. This problem is even more important when CFIE formulations are used because they require normal derivatives of the original equations which implies an increase on the degree of singularity of the integrals.

- According to the numerical results presented in Fig. 12 and Fig. 14(b), the convergence of the method is similar to those of the BEM. It is of order 2 ($L_2$ norm) in problems without singularities in the solution and scatterers without corners but the order of convergence is reduced otherwise.

- The idea presented here can be adapted to deal with other equations and problems with minor changes. Two ingredients are required: modify the operator $L'$ and use proper discrete Green’s functions for the new problem. Both of them seem very feasible because finite differences have been used in many other physical problems and some other discrete Green’s functions have also been studied.

The good properties of the method have been shown by means of several examples. The method presented here is a very promising technique for three-dimensional applications. The difficulty to deal with singular and hypersingular integrals is much more important for the BEM in 3D than in 2D. In 2D this problem can be overcome with minor difficulties as shown in the circle example. However, this will not be the case in 3D. Moreover in 3D it is even more necessary to use a CFIE formulation due to the highest modal density of the scatterer. This increases a lot the number of spurious frequencies and, in practice, it makes useless a standard BIE formulation. In these cases the property of avoiding surface integrals will be even more relevant.

A Proof of uniqueness

This appendix reproduces part of the material published in [38] where the proof exposed in [8] was adapted for the discrete problem. In the following, the summation limits will not be written for simplicity, assuming summation in repeated indices.

Define an operator $\tilde{L}'$ in the interior domain $\Omega \setminus \Omega'$ with coefficients $\tilde{\beta}'_{m,n}$. We assume that

\begin{equation}
\tilde{\beta}'_{m,n} = \tilde{\beta}'_{n,m},
\end{equation}

\begin{equation}
\beta'_{m,n} + \tilde{\beta}'_{m,n} = \beta_{m,n}.
\end{equation}

In the last formula we assume that the coefficients $\beta'$ and $\tilde{\beta}'$ are defined on the whole mesh $\Omega$ but equal to zero in the internal or external part of it.

Let the function $u_j$ be defined only on the boundary nodes $\partial \Omega'$. Define the internal double layer potential as follows:

\begin{equation}
M_i[u]_m = G_{m,n} \tilde{\beta}'_{n,j} u_j
\end{equation}

28
here the summation in \( j \) is held over \( \partial \Omega' \), and in \( n \) over \( \Omega \) or, which is the same, over \( \Omega' \). Index \( m \) belongs to \( \Omega \).

Similarly, define the exterior double layer potential

\[
M_e[u]_m = G_{m,n} \beta'_{n,j} u_j
\]

(63)

Define the operator of external normal derivative as

\[
D_e[v]_m = \beta'_{m,n} v_n.
\]

(64)

Here \( v_n \) should be defined in \( \Omega' \), and \( m \in \partial \Omega' \). The summation in \( n \) is held over \( \Omega' \).

Similarly, define the operator of the internal normal derivative

\[
D_i[v]_m = \tilde{\beta}'_{m,n} v_n.
\]

(65)

We define the exterior Neumann boundary value problem as follows: find function \( u_n, n \in \Omega' \) such that

\[
L'[u]_m = \beta'_{m,n} u_n = 0, \quad m \in \Omega' \setminus \partial \Omega',
\]

(66)

\[
D_e[u]_m = f_m, \quad m \in \partial \Omega'
\]

(67)

Also \( u_n \) should obey some radiation conditions at infinity.

Let us prove the following facts:

1. \( D_i[M_i[u_j]] = D_e[M_e[u_j]]. \) (68)

For \( m \in \partial \Omega' \)

\[
\beta'_{m,n} G_{n,k} \beta'_{k,j} u_j = \beta'_{m,n} G_{n,k} (\beta_{k,j} - \beta'_{k,j}) u_j =
\]

\[
- \beta'_{m,n} G_{n,k} \beta'_{k,j} u_j + \beta'_{m,n} \delta_{n,j} u_j = - \beta'_{m,n} G_{n,k} \beta'_{k,j} u_j + \beta'_{m,j} u_j,
\]

(69)

\[
\tilde{\beta}'_{m,n} G_{n,k} \beta'_{k,j} u_j = (\beta_{m,n} - \beta'_{m,n}) G_{n,k} \beta'_{k,j} u_j =
\]

\[
- \beta'_{m,n} G_{n,k} \beta'_{k,j} u_j + \delta_{m,n} \beta'_{n,j} u_j = - \beta'_{m,n} G_{n,k} \beta'_{k,j} u_j + \beta'_{m,j} u_j.
\]

(70)

2. \( M_e[u]_m + M_i[u]_m = u_m, \quad m \in \partial \Omega'. \) (71)

The proof is as follows:

\[
G_{m,n} \tilde{\beta}'_{n,j} u_j + G_{m,n} \beta'_{n,j} u_j = G_{m,n} \beta_{n,j} u_j = \delta_{m,j} u_j = u_m.
\]

(72)

3. \( \tilde{L}'[M_i[u_j]]_m = 0, \quad m \in \tilde{\Omega}' \setminus \partial \Omega'. \) (73)

For \( m \in \tilde{\Omega}' \setminus \partial \Omega' \)

\[
\tilde{\beta}'_{m,n} G_{n,k} \beta'_{k,j} u_j = \beta_{m,n} G_{n,k} \beta'_{k,j} u_j = \delta_{m,k} \beta'_{k,j} u_j = 0.
\]

(74)

Similarly:
4. 

\[ L'[M_e[u_j]]_m = 0, \quad m \in \Omega' \setminus \partial\Omega'. \] (75)

Our CFIE Eq. (17) can be written in the new notations as follows:

\[ M_i[u_j]_m - \nu D_i[M_i[u_j]]_m = \text{r.h.s.} \quad m \in \partial\Omega'. \] (76)

The uniqueness of the CFIE method if fulfilled if the homogeneous equation

\[ M_i[u_j]_m - \nu D_i[M_i[u_j]]_m = 0 \quad m \in \partial\Omega'. \] (77)

has only a trivial solution.

**Theorem**

Eq. (77) with \( \text{Im}[\nu] \neq 0 \) has only a trivial solution if the external Neumann homogeneous problem \( L'[v] = 0 \) has only a trivial solution.

**Proof**

Let (77) be valid. Construct the function \( v_m = M_i[u_j] \). From (77) it follows that

\[ v_m = \nu D_i[v]_m, \quad m \in \partial\Omega'. \] (78)

Note that

\[ 0 = \sum_{n,k \in \Omega'} [\bar{v}_n \tilde{\beta}'_{n,k} v_k - v_n \beta'_{n,k} \bar{v}_k] = \sum_{j \in \partial\Omega'} [\bar{v}_j D_i[v]_j - v_j D_i[\bar{v}]_j] = -2 \text{Im}[\nu] \sum_{j \in \partial\Omega'} |D_i[v]_j|^2 \] (79)

From here it follows that

\[ D_i[v]_j = v_j = 0, \quad j \in \partial\Omega'. \] (80)

Next, consider the function \( w = M_e[u_j] \). According to (68) and to (80), \( D_e[w]_j = 0 \) for \( j \in \partial\Omega' \). According to (75) \( w_m \) obeys the external homogeneous Neumann problem. Due to the assumption made in the formulation of the theorem, such problem obeys only a trivial solution, thus

\[ w_j = 0, \quad j \in \partial\Omega'. \] (81)

From (80) and (81) it follows that \( M_e[u_j]_m + M_i[u_j]_m = 0 \), and according to (71) \( u_m = 0 \).
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